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This work is devoted to the investigation of the late stages of the laminar-
turbulent transition process in a flat-plate boundary layer without pressure
gradient. Similar to a turbulent boundary layer these stages are dominated
by nonlinear flow dynamics and by the occurrence of coherent vortex mo-
tions in the boundary layer, which are far from being well understood, up to
now. The work consists of two parts: a description of some salient features of
the numerical method, and an account of some specific results of a numer-
ical study of the flow randomization process in K-type transition that has
been performed conjointly with a wind-tunnel investigation at the Technical
University of Berlin.

1 Introduction

The different aspects of laminar-turbulent transition have been subject of in-
tensive research for the past few years, especially in Germany where a national
research program has been established in 1996 by the DFG [12]. From a bet-
ter understanding of transition, improvements in its prediction, new means
for flow control, and basic contributions to turbulence research can be ex-
pected. In addition to performing various kinds of laboratory or free-flight
experiments, direct numerical simulation has become a reliable tool to per-
form “virtual experiments” under carefully controlled boundary conditions
which allow to trace down several observations to their physical origins. The
focus of the present work is on the late stages of the transition process, which
are dominated by nonlinear flow dynamics and by the occurrence of coherent
vortex motion in the boundary layer. In contrast to the earlier stages of the
transition process that can be adequately described by linear (primary) and
secondary stability theory, these are not as well understood and their numer-
ical simulation demands large computer resources, despite the use of adapted
and optimized numerical algorithms.
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2 Numerical method

The well-proven numerical method is based on a velocity-vorticity formula-
tion of the Navier-Stokes equations for an incompressible fluid. The so-called
spatial model is applied, where all three spatial dimensions and time are dis-
cretized without any modeling assumptions for a spatially growing bound-
ary layer. For the present simulations, the flow is split into a steady two-
dimensional baseflow and an unsteady three-dimensional disturbance flow.
The baseflow has to be calculated separately before the equations for the
disturbance flow field can be solved. In this model the nonlinear meanflow
deformation is obtained as the temporal mean of the fluctuating disturbance
quantities at any given point in the flow field. Since the flow can be consid-
ered periodic in spanwise direction, a Fourier ansatz in this direction is used,
and the equations and boundary conditions are transformed accordingly. The
nonlinear terms are solved using a pseudo-spectral technique introduced by
[10] which ensures an aliasing-free computation of all spanwise modes. High-
order compact finite differences are used for discretization of the wall-normal
and the downstream direction. Explicit time integration is performed by a
standard Runge-Kutta scheme of 4"-order accuracy. A scheme of alternating
high-order up- and downwind-biased compact finite differences is used in sub-
sequent intermediate Runge-Kutta steps for computation of the streamwise
derivatives of the nonlinear terms. This method leads to a finite-difference
scheme with the dispersion characteristics of a central scheme, but, in ad-
dition, provides the appropriate amount of numerical damping for possibly
occuring high-wavenumber modes on the used grid.

The disturbances in the DNS are generated by suction and blowing within
a disturbance strip at the wall. Shortly upstream of the outflow boundary the
disturbance vorticity vector is forced to zero in a buffer domain to prevent
undue reflections induced otherwise by large-amplitude disturbances passing
through. The numerical method has been extensively verified (checked for con-
sistent discretization and convergence) and validated (compared with linear
stability theory and experimental data) and has proven to be a useful research
tool (cf. [12]).

Due to the extraordinary performance requirements of spatial direct nu-
merical simulations we strongly depend on high processing speed on a single
CPU. This can usually only be provided by vector-type processors. Therefore,
our code is especially prepared to take maximum advantage of such CPUs by
providing simple, well vectorizable, high work-load algorithmic loops. How-
ever, to decrease the turn around-time further we apply two fundamentally
different parallelization techniques at the same time. A hybrid approach, using
directive-based shared-memory parallelization with OpenMP and explicitly
coded distributed-memory parallelization with MPI, allows for efficient use
of state-of-the-art multi-node supercomputers with multiple CPUs per node.
We combine classical domain decomposition in physical space with parallel
computation of the temporally decoupled spanwise Fourier modes in spec-
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tral space in our code. A sketch of our parallelization strategy is given in
figure 1, showing, as a simple example, a run with two MPI processes and
three OpenMP threads running in each MPI process, i.e. using a total of 6
CPUs. As long as we are in physical space (upper part of figure 1), we use
domain decomposion for the MPI processes by dividing the downstream di-
rection into as many equally sized regions as MPI processes are available. The
wall-normal direction will be worked on in parallel by the different OpenMP
threads in each MPI process, because all computations in that direction can
be performed independently of each other. When in spectral space (lower
part of figure 1), the number of Fourier modes is divided by the number of
MPI processes and each MPI process is responsible for his share of consecu-
tive Fourier modes. Within the MPI process the OpenMP threads work on
different Fourier modes in parallel, because the computations for different
modes are independent of each other. During the computation data have to
be exchanged between both arrangements in order to compute the non-linear
product terms of the Navier-Stokes equations in physical space. These terms
provide the coupling between the different Fourier modes. The data exchange
between the two different arrangements of data in memory is done by a call
to the MPI subroutine MPI_ALLTOALL because every MPI process must ex-
change data with all other MPI processes. Since MPI only provides facilities
to exchange data stored in linear buffers in memory (consecutive regions in
memory), a quite elaborate data sorting is required in order to write into or
read from these linear buffers. The involved three-dimensional arrays used for
data storage in memory have different dimension sizes for both data arrange-
ments, which also contributes to a tedious sorting process.

The performance on the NEC-SX/5 is about 2 GFlops per CPU for the
whole code, which corresponds to roughly 50% of the theoretical peak perfor-
mance. In single subroutines a performance of up to 3.8 GFlops is achieved.
Our code seems to be bandwidth limited, because on the NEC-SX/4 we
achieve about 60% of the theoretical peak performance, which is most likely
due to the fact that the NEC-SX/4 has a faster memory interface (relative
to the available CPU performance on that machine). The code scales very
well in shared-memory environments up to about 12 CPUs using OpenMP
directives. For larger numbers of parallel CPUs the computations should be
distributed on more than one node using the MPI parallelization additionally.
Using MPI within the same node is not desirable, because of the overhead
generated by the data exchange required between the MPI processes. Up to
now, we have used the code on the Cray-T3E with up to 230 CPUs in parallel
(using MPI), and we did successful test runs on two NEC-SX/5 nodes during
maintenance times with our hybrid approach as described above. However, up
to now production runs have always been done on a single NEC-SX/5 node
using a maximum of 14 CPUs.
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Fig. 1. Sketch of strategy for the hybrid parallelization approach using OpenMP
and MPI at the same time
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3 Results

In the HLRS-project “LAMTUR” a considerable number of investigations re-
lated to laminar-turbulent transition have been performed recently, ranging
from the reception of initial disturbances from the free-stream flow into the
boundary layer [15] to investigations of the late stages of the transition pro-
cess [3, 7, 13]. Only the last of these problems will be presented here. For more
references see [4, 6, 11, 12, 14]).

For a mutual verification and for gaining additional insights wind-tunnel
experiments have been performed at the Hermann-Fottinger-Institute of the
Technical University of Berlin in parallel to the present numerical simulations
for a corresponding set-up. More information about the experiment can be
found in [1] together with several direct quantitative comparisons between
simulations and experiment. A sketch of the numerical integration domain
related to the experimental set-up is given in figure 2 and the parameters of
the simulation are summarized in table 1. All downstream positions are given
in experimental coordinates.

Time-wise periodic suction and blowing with a disturbance frequency of
62.5 Hz is applied within a disturbance strip at the wall located at z = 550 mm
which corresponds to a local Reynolds number (based on the displacement
thickness) of Res; = 730. The disturbance input consists of a large-amplitude
two-dimensional disturbance (a so-called Tollmien-Schlichting wave) and a
number of spanwise periodic disturbances which sum up to a peak amplitude
in the spanwise centre of the integration domain at z = 0 that mimics the
disturbances produced in the experiment by a series of loudspeakers (see Bake
et al. [1]. However, it turned out that the amplitudes of the timewise periodic
disturbance had to be quite large right from the very beginning in order to trig-
ger the transition process within a short distance downstream of their source.
Therefore, nonlinear wave-interactions are already important at the first data
acquisition point of the experiment which is located at = 640 mm. Iterative
adjustments of the amplitudes of the periodic disturbances at the disturbance
strip in the DNS were necessary in order to get a good overall agreement with
the experimental measurements. This did not only lead to a close agreement
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f

& s & & &

T T T T T T T
0 484 550 640 740 780 820 860
X [mm]

Fig. 2. Sketch of the integration domain
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integration domain in mm (X xY x Z)

541.53 x 18.48 x 80.00

grid points in z- and y-direction (N x M) 2266 x 361
grid points within the wall zone 33
spectral modes (K + 1) (de-aliased) 154

grid points per wave length in z-direction 512

(for the computation of non-linear terms)

number of unknowns (de-aliased) ~ 125-10°
approximate number of grid points per 180

disturbance wave length
resolution in mm (Azx x Ay (wall zone) x Az)

resolution in wall units at £ = 900 mm
(Azxt x AyT x AzT)

0.2391 x 0.0537(0.0269) x 0.2614
~72x08x78

non-dimensional circular disturbance frequency S = 10.472

time step At =1.067-1075 s
time steps per disturbance cycle 1500
non-dimensional wave number in z-direction a=29.2
non-dimensional wave number in z-direction v = 15.708

reference values for normalization Uso =75 2, L = 200 mm
v=15.107° 22
number of disturbed spectral modes 21

Table 1. Simulation parameters

for the disturbance velocity-profiles in wall-normal and spanwise direction at
the first measurement position, but also for the development of the disturbance
amplitudes over the whole transition process (see [1]). All numerical results
have been checked by grid refinement tests using partially a higher resolution
than shown in table 1. During these tests, the wall-normal direction turned
out to be the most critical one in terms of resolution requirements.

Since turbulent flow is by definition connected with random fluctuations
with respect to the time- or (in our case) the phase-averaged flow, the question
arises where these random fluctuations occur for the first time in a predom-
inantly periodical flow, and by which mechanism they are amplified. Obvi-
ously, there must be a connection between the instability mechanisms and the
structures inherent to the flow and the small-amplitude random background
disturbances which are always present in real flow situations.

In the following, our observations concerning the flow randomization pro-
cess in a transitional boundary layer without pressure gradient will be summa-
rized. Additional details can be found in [1, 7, 8]. For the case with adverse
pressure gradient see [5]. Here, we will focus on the flow structures which
become only available via DNS, an appropriate post-processing, and flow vi-
sualizations. It will be shown that the flow randomization process can be
understood by taking into account the development of the vortical structures



Flow Randomization 7

in the transitional boundary layer. However, apart from becoming increasingly
smaller and more and more entangled with each other during the transition
process, these structures are always closely related to high-shear layers inside
the boundary layer. This is illustrated in figure 3 which is obtained in the so-
called “two-spike stage”, i.e. at a spatial position where two subsequent highly
characteristic velocity defects in the time signal at the edge of the boundary
layer can be detected per disturbance cycle. These low-velocity regions mark
the passage of small {2-shaped vortex loops which can be seen in figure 3
between = 780 and 800 mm. It turns out that high-shear layers are a by-
product of the activity of the vortices embedded in the boundary layer. For
instance, the legs of the characteristic so-called A-vortex in the left part of the
figure rotate in such a way that they move low-speed fluid away from the wall
in between them, while high-speed fluid is transported towards the wall on
their outward sides. These two effects cause the high-shear layer on the inner
top of the vortex and the outer bottom, respectively. At the ‘neck’ of the A-
vortex at & &~ 770 mm, we find a strong upward movement of fluid in between
the vortex’ legs due to induction by their counter rotation. This transport
of low speed fluid away from the wall generates a high-shear layer above the
vortex. Interestingly, the high-shear layer located on top of the A-structure
from the previous disturbance cycle (i.e. the one further downstream) is al-
ways connected to the wall shear layer at the end of the next one. By this,
structures from different disturbance cycles interact with each other. This is
the beginning of a complicated process whose continuation will be shown and
discussed below.

Q-vortices
vortex threads that connect
neighbouring Q-vortice

shear layer that
occurs as a satellite
of the A-vortex

e = — region of strong interactions
between structures from
different disturbance periods

y [mm]

FS ) 5 walll-shear layer in the "wake"
//), < - close-to-wall shear layer of the legs of the A-vortex
5 !
’)?/ 6 740 of the A-vortex of the previous period

Fig. 3. Comparison of shear layers (yellow) and vortices (blue) inside the transitional
boundary layer
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The first random fluctuations occur at the tip of the A-vortex, where the
ring-like (2-vortices are formed. This formation process is very sensitive to
background perturbations, as was also observed in turbulent channel flow by
[16]. The formation and detachment of the {2-vortex is accompanied by strong
vortex stretching when the developing vortex lifts up in the boundary layer
where it is accelerated. The stretching leads to increased fluid motion by in-
duction, and, therefore, to a region of extremely high shear slightly above the
stretched vortex legs. This shear layer disappears when the (2-vortex detaches
from the tip of the A-vortex and the legs, still connecting it with the A’s tip,
start moving towards the wall. The sensitivity of the process of formation
of the 2-vortices to small random background perturbations is responsible
for a slightly varying occurrence of the {2-vortices in space and time from
one cycle to another. These variations are perceived in the experiment as
phase jitter and small amplitude variations of the spike signals. Since the
fluid region around the (2-vortices is a region of strong local velocity gra-
dients, small-amplitude background perturbations will be amplified at these
locations. Therefore, the amplified random motions will still be connected to
the periodically occurring events in the flow, i.e. they will be strongest in re-
gions where the local flow structures generate the largest gradients; they are
no longer completely independent background perturbations. Such a correla-
tion is actually found in the DNS as can be seen in figure 4 which shows a
superposition of the non-periodic (i.e. random) fluctuations versus time to-
gether with the phase-averaged disturbance field in a crosscut at constant x.
The same distribution of the random fluctuations has also been observed in
the experiment (see [1]). Note: In the experiment it is easier to measure time
signals for constant « versus time than to measure at several z-position at the
same time (or phase) instant. The amplitude level of these random perturba-
tions strongly depends on the amplitude level of the background disturbances
at the inflow.

Once formed, the (2-vortices have a strong effect on the surrounding fluid,
especially down to the region close to the wall as already presented by Boro-
dulin et al. [2]. Positive velocity fluctuations that move with the same speed
as the {2-vortices but much closer to the wall are observed in planes at
z ~ £2 mm. This influence can also be clearly observed in animations of
0U /0y at the wall produced from DNS data (not shown here). The modula-
tion patterns of the wall values can be clearly attributed to the {2-vortices in
the outer part of the boundary layer because both move with the same veloc-
ity, which is almost free-stream speed. This way, the random motion in the
outer part of the boundary layer is transfered to the region close to the wall
where strong mean velocity gradients occur and the non-periodic fluctuations
are amplified.

Another important effect of the vortices on the surrounding flow becomes
apparent when we consider the instantaneous pressure field generated by the
A-vortex in the boundary layer. This is shown in figure 5 with the help of two
cuts through the pressure field in the plane z = 0 mm, and at the wall, respec-
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Fig. 4. Comparison of non-periodic fluctuations (red) with iso-surfaces of instanta-
neous disturbance velocity (grey) at = 780 mm. Data computed from 6 disturbance
cycles of a DNS with additional random background perturbations

tively. Because of the low pressure regions present within the vortex core, and
at the locations where very strong induction occurs, pressure gradients are
also generated at the wall. Such pressure gradients influence the production
process of new vorticity at the wall. Therefore, the evolution of the coherent
structures in the outer part of the boundary layer will directly influence the
vorticity production at the surface of the flat plate. The pressure gradients
may not be as pronounced in the ensuing turbulent boundary layer because
of the huge number of structures in the flow, but for this stage of the flow
development they seem to be relevant.

Thus, it turns out that the vortices and their residing high-shear layers are
the main elements for a qualitative (and quantitative) description of the tran-
sition process. Their downstream development and their evolution towards
a fully developed turbulent flow will be discussed now in connection with
figures 6 and 7 at five phases of one disturbance cycle.

In figure 6, we can observe many {2-vortices which evolve continuously at
the tip of the A-structures. Despite the durability of these vortices in the outer
part of the boundary layer, their initial formation seems to be very sensitive
to small perturbations as already said above. Consequently, their streamwise
distance with respect to each other varies slightly from one disturbance cycle
to the next. The re-connections that are generated between the legs of the
A-vortex, out of which the 2-vortices emerge, must obviously be created by
a viscous process because vortex lines are reconnecting at this stage of the
development which cannot be explained by a purely inviscid mechanism. The
subsequent detachment of the vortex loops from the tip of the A-vortex is a
predominantly inviscid process, basically due to self-induction of the deformed
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vortex visualization
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Fig. 5. Comparison of vortex visualization with the instantaneous pressure in the
symmetry plane z = 0 and at the wall y =0
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vortex line moving in the mean shear, as suggested in the work of Moin,
Leonard und Kim [9].

Between any two (2-vortices that were originally generated at the tip of
the A-vortex and already have left the tip, there is only a relatively weak
shear layer visible in figure 7. But this is not necessarily due to the fact that
the high-shear layer “rolls up” into the currently developing (2 and therefore
disappears [1]. Thus, the nonlinear breakdown process to turbulence is not
caused by a mere inflectional instability of the high-shear layer on top of the
A-vortex, even if the shear layer visualization in figure 7 might suggest this, but
is a much more complicated process involving several different mechanisms.

Further downstream, the amplification process of background disturbances
becomes even more complex when the vortical structures and high-shear layers
generated in different disturbance cycles start to interact. Starting at about
x = 800 mm in figure 7(d), the £2-vortices of a given disturbance cycle catch
up with the structures generated one cycle before. The interaction of the
2-vortices with the high-shear layer generated by the tail of the preceding
A-vortex close to the wall, and with its legs, generates very strong shear
that moves very quickly towards the wall (starting at  ~ 810 mm in figure
7(a)). The close-to-the-wall structures are modulated by the structures mov-
ing at the outer edge of the boundary layer. These modulations initiate the
breakdown of the former into smaller ones. This accelerates the development
towards fully turbulent flow. As an additional effect, the legs that connect
the accelerated (2-vortices with the tip of the A-vortex, or with the {2 next to
them, are strongly stretched as they propel themselves towards the wall where
the already existing high-shear layer is intensified (compare z ~ 810 mm in
figure 6(a) and 7(a)).

Many new small vortical structures and high-shear layers appear in the
following development through these interactions, which can be well observed
comparing figures 6, 7 and 8. Looking at the latest figure, we can easily see why
we need such a high resolution in our DNS: the boundary layer is filled with a
lot of small-scale vortices compared to the wavelength of the original Tollmien-
Schlichting disturbance which is A\rg ~ 43 mm. This conglomeration of new
structures is also very sensitive to background disturbances because of the
complex interactions that occur between them. Most likely, the non-periodic
motion from the upstream development as described earlier will be amplified
and spread to the sides of the center plane (z = 0 mm) in this environment.
Figure 8 also shows that the structures at the off-center position break down
independently from those in the spanwise center. The generation and early
development of these secondary structures can be observed in figure 6 at
z = £12 mm. Finally, a lot of symmetric, as well as asymmetric, structures
develop during the late-stage transition process. The influence of asymmetric
background perturbations at these very late stages of the transition process
has been discussed in detail in [7] and [8].
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Fig. 8. Vortices in the later stage of the transition process at ¢t/T" = 0.7 downstream
of the region shown in figure 6

4 Conclusions

The present picture of the randomization process seems to be fully confirmed
by the experimental data in [1]. The inclined high-shear layer between the legs
of the A-vortex exhibits increasing phase jitter (i.e. randomization) starting
from its tip towards the wall region. In this process, the strongest instanta-
neous wall-normal shear OU/dy occurs close to the wall below the f2-loops
and not in the high-shear layer that appears as a satellite on top of the A-
vortex. Eventually, the regions of strong random velocity fluctuations in the
layer closest to the wall enlarge, spread sideways and merge.

The direct numerical simulations provide the full unsteady, instantaneous
flow field and are therefore extremely helpful for interpreting and understand-
ing the results obtained by the measurements.
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